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Abstract. We have implemented an entity relation monolingual Infor-
mation Retrieval model, for both English and Spanish. This model re-

ports an important precision improvement with respect to traditional IR
systems. Then, we extended it with WordNet. This paper explores the
utility of use WordNet synsets instead of word representations at index

level. Also we have used this tool in query expansion. The training set
used in the experiments was Spanish and English corpora and queries
from Cross Language Evaluation Forum (CLEF). Using WordNet we
have obtained an improvement near of 40% respect to cosine baseline.

1 Introduction

An Information Retrieval (IR) application takes as input a user's query and it has to

return a set of documents sorted by their relevance to the query. Nowadays, this kind
of application is very important because of the high increase of information available
to the users, mainly through Internet.

In literature, the Natural Language Processing (NLP) techniques have not reported
significant improvement in retrieval performance. Although it seems that they may
overcome the inadequacies of purely quantitative methods of text IR as statistical full-
text retrieval or bag of words representations. The works from Strzalkowski or Baeza-
Yates are examples of the attempts to overcome these inadequacies[19,4]. As stated
there, one possible explanation is that the syntactic analysis is just not going far
enough. Alternatively, and perhaps more appropriately, the semantic uniformity pre-
dictions made on the basis of syntactic structures are less reliable than we have hoped
for. Other problems can be the relatively low quality of parsing and lack of effective

weighting techniques for compound terms, which Voorhees claims is an important
factor that affects NLP compared to current IR techniques[23].

In this paper, we show an IR model that incorporates NLP techniques and tools
such as POS-tagging, partial parsing and WordNet to improve the traditional bag of
words representations. This model indexes the entities and the relations between
them, these relations are based on the clause splitting of the document, and the resolu-
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